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Abstract.  This paper captures the results of eight years of research and development in the simulation of military decision making.  The objective of this ongoing effort is to field a set of decision support tools for high-level decision making across multiple mission domains.  Our decision-centered approach is based on the Joint Operations Planning and Execution process which provides a foundation for a common decision processes.  The decisions themselves are viewed as state transitions from current states to desired states.  Decision types span the full spectrum of military needs: situation diagnosis, pattern discovery, strategy determination, detailed planning, temporal reasoning, optimizing schedule, plan update triggers, execution monitoring, and mission assessment.


Products to date included a robust development environment that was applied to four mission areas.  Most recently, a decision tool kit to integrate offensive and defensive missions was demonstrated. The knowledge that we have acquired from our studies includes a concise understanding of decision types and conditions for which high-level military decision makers require automated support tools, and a deeper understanding of which reasoning and learning algorithms are useful in military decision making – and which are not!
Introduction. The motivation for this ongoing series of applied research and development projects is to demonstrate the potential utility of semi-automated, automated, and autonomous decision support tools applied to military missions.  The effort is directed toward command and control simulation (C2Sim) prototypes with eventual incorporation of proven decision support tools in operational environments.  The foundation for joint military operations is the Joint Operations Planning and Execution System 1(JOPES).  This framework provides broad guidance for the conduct of missions (in particular, when offensive action is required) in which joint forces are involved. We used JOPES to derive sets of military decisions.  This decision-centered approach guided development of displays and algorithms to support the decision-maker.

The paradigm for defining a decision is action-oriented: a decision is a state transition from a current state to a desired state according to a plan.  The current state, desired state, and plan may or may not be known.   

              Decision types span the full spectrum of military cognitive needs: situation diagnosis, pattern discovery, strategy determination, detailed planning, temporal reasoning, optimizing schedule, plan update triggers, execution monitoring, and mission assessment.  The reasoning and learning algorithms are derived from the nature of the decisions required; e.g., case-based reasoning for strategy and target determination, map-base planning for force allocation, optimal policy for deciding when to update a plan, and Dempster–Shafer Belief Networks for diagnosis and assessment are examples.  In addition to prototyping decision aids for operational systems, the research also provides Simulated Commanders for C2Sims.  Another direct benefit is the insights provided to developers of operator displays.


Related work includes the cognitively motivated, Navy-sponsored Tactical Decision-Making Under Stress 2 program. Multi-strategy reasoning and learning is also evident in the COREBA3 testbed. DARPA funded planning algorithms for the Synthetic Theater of War4; however, much of this effort used rule-based reasoning and was geared to low-level decision making. The Technology Assessments for Command Decision Modeling5 are also germane.  Much of the Computer-Generated Forces work that uses frameworks such as Suppressor6, ModSaf/OneSaf7, EADTB8, and SOAR9 is complimentary, but addresses low-level decisions and is heavily rule-based.


We have produced a robust development process that was applied to four mission areas: 

· Anti-Satellite mission algorithms, 
·  Command, Control, Communications, Computers, Intelligence, Surveillance, and Reconnaissance (C4ISR) demonstration,
·   Simulated Commander for a C2Sim, 
·  Integration of strategic deterrent forces (STRATCOM) and defensive forces (National Missile Defense) to produce a force multiplier.  
Most recently, a decision tool kit to integrate Computer Network Defense and Computer Network Attack was addressed. Our contribution is a prototype testbed containing numerous decision-making tools and knowledge that we have acquired from our studies. This includes a concise understanding of decision types and conditions for which high-level military decision makers require automated support tools, and a deeper understanding of which reasoning and learning algorithms are useful in military decision making – and which are not!
Approach.  Our top-down methodology (Figure 1) is decision-centered. It begins with an understanding of the domain, the concept of operations, and mission-related requirements. We leveraged JOPES to provide a common foundation for analyzing military processes. Decisions were defined as state transitions. Displays were based solely on organizing information and presenting it to a user in support of a decision.  Reasoning and learning algorithms were formulated to populate the displays.  Each of these steps is now discussed in detail.
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Figure 1.  Decision-Centered Methodology

 The integration of multiple missions requires a concept of operations that encompasses current practice, provides synergy among missions, and minimally intrudes on individual mission timelines. A spectrum of options (Figure 2) was identified to show that varying degrees of integration are possible.  Tight integration of existing systems, shown as Single System, System-of-Systems, and Co-Dependent Missions are desirable but not feasible because of differences in geographic location, mission requirements, prevailing “culture”, and integration cost.  Loosely coupled systems, shown as Non-interacting Systems, Passive Observance, and Operator Dialog are undesirable because they lack synergy, may contend for scarce resources, and (in the extreme) may produce fratricide. Moving up the chart, Joint Exercises and Operational Cells are successfully employed today and are very useful. The optimum degree of integration additionally includes message passing and collaborative “agents” and common decisions, thus reinforcing the utility of a decision-centered process. 
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Figure 2.  Spectrum of Options

Common processes (Figure 3) were provided by JOPES, which assured reuse across military mission domains. The foreground processes defined by JOPES were deliberate planning, mission planning, execution, and assessment. The feedback loop indicates the necessity for plan update. The background tasks provide physics models, fog-of-war10 and other utilities needs to provide context to the simulation environment. 
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Figure 3.  JOPES Processes

Decisions are defined as state transitions (Figure 4) from current states to desired states according to a plan. Current states, desired states, and a plan may or may not be known. Uncertainty in military decision-making is a fact, not an afterthought! Eight combinations of known and unknown current states, desired states, and plans are possible.  As a practical matter, problems with multiple unknowns, such as the “initial intuitive” problem (where nothing is known) are attacked piecewise.  Four classes of military decision-making problem result: clarify current state, clarify desired state, determine alternatives, and execute. Full-spectrum decision tools were developed based on these four problems. These abstract problem types correspond to situation diagnosis, goal determination, detailed planning, and execution monitoring.
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Figure 4.  Decisions as State Transitions

Displays have no purpose other than to support decisions.  Extraneous content is anathema to decision-makers working in stressful environments and constrained by stringent deadlines.  Because most military decisions are risky, uncertainty and conflict in data is shown explicitly.  Design goals were to use displays to support decisions in the following ways: information was organized hierarchically to hide detail, a “windows-like” look and feel was provided, geographic, political, and historical context were available, animation provided a mission preview, and simple explanations were available.

Algorithms for reasoning and learning were formulated to help the decision-maker indirectly.  Rather than elevating “fancy” artificial intelligence techniques to a focus of the decision support process, the algorithms were structured to compute, organize, and enrich information for display. 

Results.  Through a process of incremental refinement – over many projects and many years – we have evolved a rudimentary testbed to a reasonably robust, platform independent, demonstration system (Figure 5).  The domain is missile offense and defense.  Work has begun on a testbed for information operations.  The testbed features a functional model that computes the dynamics of simulation objects such as the globe, satellites, missiles, and aircraft.  Astrodynamic models calculate communications linkage, sensor look angles, and intercept missile guidance. SPEEDES is a parallel discrete event simulation that provides scalability by distributing processes over multiple processors to attain simulation speedup.  A situation display provides a 3-D animation, or mission preview.  The Battle Planner schedules and tracks engagements: it is distinct from the Decision Aids module that provides reasoning algorithms and utilities, such as a fog-of-war overlay, to perturb the environment.
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Figure 5. Demonstration Testbed

A “needs analysis” was completed that focused our effort on the specific tasks where military decision-makers need help. The decision-making conditions, hard questions, and mission integration goals (Figure 6) formed a basis for ensuing effort. Decision-making conditions are extremely difficult, especially when cross-mission collaboration is required.  The most challenging factors are uncertainty, workload, time pressure, and ill-posed tasks.
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Figure 6. Decision-making Conditions

The result of this analysis was further refined and synthesized as a “reporter’s checklist” of basic questions.  The “who, what, where, when, why, how” (Figure 7) are examined via sample problems that recur in all military mission areas. Human deficiencies are then identified.  As might be expected, human cognitive abilities to answer the “who” question are excellent and need no decision support – people seem to know everything they need to about their role and responsibilities, and those of others around them.  Conversely, humans do poorly with “when”.  As decision-makers, we need reminders of deadlines, don’t know when to abandon or repair a plan, and generally don’t even feel that time flows linearly! The figure also maps these “reporter’s questions” to problem types and the decision tools that we have developed to cope with these human deficiencies. Decision-making tools that we have developed are then discussed by decision type.
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Figure 7.  Human Decision-Making Strengths and Deficiencies

Situation Diagnosis.  This decision type is the foundation upon which other decisions are predicated.  It is crucial that situations are properly diagnosed because military decisions that adversely affect lives, property, and the environment are based on this assessment of the situation; hence, the decision is risky.  The problem is characterized by uncertain, incomplete, ambiguous, and possibly conflicting data that arrives asynchronously.  The difficulty is compounded because the time pressure is often intense. In these circumstances, people 1) refuse to decide, 2) “jump to conclusions”, 3) ignore potentially important evidence, and 4) have difficulty understanding data correlation.


 Our solution to situation diagnosis is a Dempster-Shafer Belief Network11 Specific applications that have been demonstrated are: ASAT Strike Assessment, NMD strike assessment, space weather effects, foreign launch assessment. (Figure 8.)  The advantage of this formulation is that it explicitly shows belief and plausibility (degree of conflict) in hypotheses, shows how these increase or decrease over time, and provides an explanation.
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Figure 8. Dempster-Shafer Belief Network for Foreign Launch Assessment
Goal Determination. The problem is to decide on a goal state; i.e., what we want to achieve.  The characteristics of this decision type are: decision-maker is given broad objectives that result in an ill-posed problem, exponential explosion of possible solutions, many dimensions or criteria, and difficulty in quantitatively rating the worth of a strategy.  When faced with these circumstances, people often attempt to 1) recall a course of action that worked in similar circumstances, 2) caucus to arrive at a consensus (group-think), or 3) because of cognitive overload, identify a dominant criteria and assemble a strategy around it.

Our solution to goal determination is a case-based planner (Figure 9) that allows preplanned options to be retrieved, scored for similarity to weighted selection criteria, and presented for the decision-maker to edit (it is easier to edit than create!).  Likening case-based reasoning to an engineering trade study, where options are compared relative to one another based on weighted selection criteria, provided sufficient insight into the algorithm to quickly implement an application for selecting Courses of Action for inclusion in a Commander’s Estimate.  We also implemented an Optimum Locator which combined Case Based Planning, Rule-Based Reasoning, and astrodynamic models to decide where best to put offensive resources based on kinematic and logistic constraints.  A related problem, target determination12 is in work.  Advantages to this technology were that it mimicked human decision-making, produced a finite set of cases, computed a score, and provided an explanation.  It was also a good scheme for schedule repair.


[image: image9.wmf]

[image: image10.wmf]
Figure 9. Case-Based Planner for Course of Action Determination

Detailed Planning.  The problem was to elaborate a selected Course of Action is sufficient detail to produce a schedule of activity.  This was comparable to the “Job Shop Scheduling Problem”, but was complicated by the dynamic nature of warfare and the inherent uncertainty associated with the concurrent execution of the schedule.  Case-Based Planning was again employed (for the reasons cited above) to produce both an engagement plan and schedule repair. It is augmented by a genetic algorithm (in work) to optimize the schedule and a mission previewer to provide a 3-D animated view of the sequence of actions being scheduled.  The latter map-based planning has had a long history of success in military decision making. To answer the “how much” question and deal with the underlying uncertainty, we prototyped a Planning Horizon algorithm that used the two-dimensional Monte Carlo sampling theorem to determine how far ahead we can feasibly schedule activity before uncertainties accumulate sufficiently to undermine the effort. 

Execution Monitoring.  Given that we have clarified the current and desired states and have a plan, the problem was then to provide decision making tools to make the fully-known state transition: in plain language, to execute the mission and monitor progress. We used rule-based reasoning for mission execution.  A small number of rules sufficed for the NMD mission (about 90).  Given the precise nature of military doctrine applied to a limited number of execution decisions (eight for NMD), this was reasonably straightforward.  Multiple challenges arose for the decision-maker in other areas: translating low-level status inputs to mission availability, and a raft of decisions related to the “when” question.  We have demonstrated two tools for assessing mission availability: our “low-tech” approach was to use a simple matrix multiplication scheme to compute an estimate. We also used a data-mining tool called Weka13
 to find the underlying structure (Figure 10) in a STRATCOM Force Management database using a rule tree induction algorithm (Quinlan’s 5.0).  
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Figure 10. Weka Rule Induction Tree for READI Force Management Data


The “when” decisions require temporal reasoning, and were more varied and challenging.  To date, we produced a timeline enforcer that provided a visual view of deadlines and alerts the operator as they approach.  A particularly difficult problem for military decision-makers is to decide when to either repair or replace a plan, given that it is going (or predicted to go) bad.  Faced with these circumstances, people often: 1) abandon the plan and continue prosecuting the mission in an ad hoc fashion, 2) continue with the plan for too long a period of time, 3) cannot decide whether to repair or replace the plan, and 4) generally don’t seem to have a cognitive strategy for coping with the problem!

Our solution (Figure 11) to helping a decision-maker decide when to repair or replace a plan is an optimal policy algorithm14 that computes the correct time to repair a detailed plan. The decision point is a function of the probability of success of the current plan, the time required to repair or replace the current plan, and the probability of success of the new plan.
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Figure 11. Replan Trigger

Discussion. Based on the forgoing discussion, the lessons we have learned by developing and demonstrating various decision tools, and the peculiarities of military decision-making, we provide an assessment of the technology (Figure 12).  This is our wisdom about what works and what does not!  The most effective algorithmic processing schemes are shown to reflect our current focus. The categories (planning, visualization, data fusion, learning, and reasoning) mapped poorly to the decision types – no attempt was made to map these intuitive categories into decision types.
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Figure 12. Techniques Assessment

For planning, case-based reasoning is exceptionally powerful, flexible, and acceptable to decision-makers.  That’s the way they often devise strategies, reuse previous plans, and identify plan repairs. Simulation is an excellent way to “try out” a plan in a virtual space without actually executing it.  Constraint satisfaction is “built-in” to case-based reasoning selection criteria with “must-have, and “not” logic.  Genetic algorithms are good auxiliary techniques for plan optimization, but not a primary means of planning, and operations research requires a well-posed problem – which is usually not the case.


For visualization, map-based planning with animation is extremely well suited to military operations.  Web-based content delivery (HTML) is still plagued with latency.  Intelligent multimedia interfaces15 that allow a response to be fashioned “on-the-fly” may be viable soon, but aren’t yet. Finally, Virtual Reality has promise, but higher-level military decision-makers don’t like to wear goggles.


Data fusion is an important element in situation diagnosis, and belief networks (Bayesian and Dempster-Shafer) have worked well for us. For military applications, rules are readily derived from doctrine, rules of engagement (ROEs), and common sense and help reduce the size of the networks. Templating, classical statistics, and rule induction all require large amounts of evidence (which typically aren’t available at decision time) and are too brittle.


Learning of rules and cases is straightforward and very powerful. Fuzzy logic (we used Fuzzy CLIPS) was not necessary because of the precise nature of military doctrine, ROEs, and commands.  Genetic algorithms are overkill, except for schedule optimization, and neural nets do not learn precise patterns, and do not typically provide adequate explanations.


Reasoning based on heuristics (rules-of-thumb) allowed us to keep search spaces reasonably small.  The Weka rule-induction algorithm helped us to understand the underlying data structure in a force management database. We also used rule induction to check handcrafted rule sets for consistency and completeness: the algorithm learned a rule tree whose structure immediately showed problems! Optimal policy was very useful for temporal reasoning. Again, case-based reasoning was only good for planning, and fuzzy logic was available but not needed.

Future Work. To date, we have not had explicit need for agent technology because we operate in a homogoneous, well-understood and controlled environment. However, intelligent software agent technology appears very promising for collaborative planning: specifically, for coherently combining and deconflicting offensive and defensive partial plans. 

 The artificial life community has made significant strides in demonstrating emergent behavior in open systems16 by evolving populations of simulated entities who are imbued with attributes and interact with the synthetic environment based on rules.  This paradigm shows promise for understanding military deterrence and the interactions that trigger escalation in strategic offense/defense integration; for example, what is the effect on Arms Control if the United States fields a National Missile Defense system?


Finally, we plan to apply Minsky’s “Society-of-Mind” concept to military decision-making.  The premise is that multi-strategy learning and reasoning techniques provide “opinions” which can be fused to provide robustness in the presence of fog-of-war.
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Questions    Sample Problems   Human Deficiencies   Decision  Type       Decision Tools



   Who               Who’s in charge, Roles             None, extremely proficient         Situation Diagnosis                  None required

                            Responsibility, Interfaces                                                                Execution Monitoring

What             Assess threat, response goal,    Handling uncertainty, data         Situation Diagnosis                Data fusion, Case-based

                       Constraints, strategy                overload, limited memory            Goal determination               Planner, Situation Map

When             Event timing, task duration     Few cognitive skills                         Situation Diagnosis           Timeline Enforcer, Planning

                      time constraints, plan update   Time “doesn’t flow evenly”            Goal Determination          Horizon, Mission Previewer

                             		   Difficult to reprioritize under        Execution Monitoring       Assessment Deadline, 

                                                                            time pressure                                    Detailed Planning             Replan Trigger, Optimizer

Where            Weapon Placement, Target       Few, highly proficient                   Situation diagnosis             Common operating picture

                       Determination, Big Picture        Memory overload                          Detailed Planning                Map-based planning

Why                Enemy intent / strategy               Handling uncertainty and             Situation diagnosis             Data Fusion

                       Interpretation of broad goals      conflict in evidence                       Goal determination             Case-based Planner

How              Engagement plan, schedule,    Training  provides proficiency      Detailed Planning                  Battle Management

                      Logistics, Process                        Optimization is difficult                                                                 Schedule Optimizer

How  much     How good is the plan, how         Quantifying Probability of            Detailed Planning               Figures-of-Merit, Schedule

                        far  ahead to plan, how many    Success, handling uncertainty,     Execution monitoring         Repair, Schedule Optimizer

                          resources to commit                  determining robustness
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Overall Training



C-0

C-1







Platforms Not Mission Capable

<=4



Platforms Ready







<= 2

C-0

C-3

>2



C-1

48 occur.

16 occur.

564 occur.

>4



C-5

16 occur.



C-2

Authorized Platforms





<=9

Comments





subjectively changed

C-3

4 occur.





training

C-2

60 occur.





equipment and supply

C-2

16 occur.



>9



Category





ICBM

C-1

16 occur.





C-5

16 occur.

C-3



C-3

16 occur.

- Links are IFs

- Nodes are THENs

- Filled nodes are end states for Overall C ratings



Example Rule:

If the C-rating for the Overall training is C-1(fully ready), then if the number of platforms that are not mission capable is less than or equal to four and the number of ready platforms is greater than two, then 564 squadrons have a C-1 rating.  

Quinlan

C4.5 Classifier
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1.2257150791
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5.230558958


4.4186512989
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2.7948359805


1.9829283214


1.1710206622
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5.3183478103


4.4793971698


3.6404465293


2.8014958888


1.9625452483
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																								Numerical Investigations for Replan Trigger


																								see loganx.doc for 7/26/96


						X(t)=-ln(1-F(0) +ln(1-F(t)), where F(t)=FOM at time t hrs after plan instituted=PMS(t)


						Initial PMS=.95; breakdown occurs when PMS=.8, B=X(t)(|F(t)=.8, F(0)=.95)=ln4=																											1.3862943611


						Initial PMS=PMS0=												0.95			Breakdown PMS=PMSB=									0.8


			PMS			lambda			-8			-4			-2			-1			-0.5			-0.1			0			0.5			1			2


						X


			0.95			0			1			1			1			1			1			1			1			1			1			1


			0.94			0.1823215568			0.999949648			0.9957898039			0.9706666667			0.9333333333			0.904554885			0.8762637546			0.8684827971			0.8257418584			0.7777777778			0.6740740741


			0.93			0.3364722366			0.999790068			0.9888564706			0.936			0.8666666667			0.8167840434			0.7698717371			0.7572865864			0.6903085095			0.619047619			0.4775510204


			0.92			0.4700036292			0.999359889			0.9782211765			0.896			0.8			0.7350889359			0.6763757779			0.6609640474			0.5811388301			0.5			0.35


			0.91			0.5877866649			0.9983337208			0.9627545098			0.8506666667			0.7333333333			0.6583592135			0.5928638107			0.5760015467			0.490711985			0.4074074074			0.2625514403


			0.9			0.6931471806			0.9961089494			0.9411764706			0.8			0.6666666667			0.5857864376			0.5173217448			0.5			0.4142135624			0.3333333333			0.2


			0.89			0.7884573604			0.9916417375			0.9120564706			0.744			0.6			0.5167603026			0.4482965879			0.4312482381			0.3483997249			0.2727272727			0.1537190083


			0.88			0.8754687374			0.9832188427			0.8738133333			0.6826666667			0.5333333333			0.4508066615			0.3847045206			0.3684827971			0.2909944487			0.2222222222			0.1185185185


			0.87			0.955511445			0.9681502915			0.8247152941			0.616			0.4666666667			0.3875484503			0.3257148466			0.3107441884			0.2403473459			0.1794871795			0.0911242604


			0.86			1.0296194172			0.9423663694			0.76288			0.544			0.4			0.3266799469			0.2706763797			0.2572865864			0.1952286093			0.1428571429			0.0693877551


			0.85			1.0986122887			0.8999008164			0.6862745098			0.4666666667			0.3333333333			0.2679491924			0.2190688724			0.2075187496			0.1547005384			0.1111111111			0.0518518519


			0.84			1.1631508098			0.832240539			0.5927152941			0.384			0.2666666667			0.211145618			0.1704698917			0.1609640474			0.1180339887			0.0833333333			0.0375


			0.83			1.2237754316			0.727520576			0.4798682353			0.296			0.2			0.1560911085			0.1245315845			0.1172326268			0.0846522891			0.0588235294			0.0256055363


			0.82			1.2809338455			0.5695414805			0.3452486275			0.2026666667			0.1333333333			0.1026334039			0.0809639815			0.0760015467			0.0540925534			0.037037037			0.0156378601


			0.81			1.3350010667			0.3365847046			0.1862211765			0.104			0.0666666667			0.050641131			0.0395227436			0.0370002907			0.0259783521			0.0175438596			0.0072022161


			0.8			1.3862943611			0			0			0			0			0			0			8.00856625953729E-16			6.66133814775094E-16			3.70074341541719E-16			1.48029736616688E-16


																																																0.5235992746			0.5000004322


																																																0.5235987756


												cost of repair attempt(hrs)=C=												1.5


												cost of  new plan (hours)=R=												6


						lambda			l=-8			l=-4			l=-2			l=-1			l=-0.5			l=-0.1			l=0			l=0.5			l=1			l=2						never attempt repair


			PMS			X


			0.95			0


			0.94			0.1823215568			8.2288794494			8.3657752999			9.1925498524			10.4211484007			11.3682151826			12.2992448723			12.5553075443			13.9618643821			15.5403090186			18.9530827639						4.3280851227


			0.93			0.3364722366			4.4617636415			4.6567324312			5.5992732682			6.8356308476			7.7251418002			8.5616858206			8.7861052406			9.9804636988			11.2511936311			13.7743723645						4.3280851227


			0.92			0.4700036292			3.1996362843			3.4694901054			4.5191140405			5.7446364921			6.5732819752			7.322805865			7.5195498405			8.5385872997			9.5743941536			11.4892729843						4.3280851227


			0.91			0.5877866649			2.5689553119			2.9321402544			4.0763088771			5.2740223369			6.0393420453			6.7079050469			6.8800314147			7.7506489378			8.6010041694			10.0796627617						4.3280851227


			0.9			0.6931471806			2.1977241576			2.6732290464			3.8952766104			5.0494326431			5.7495456752			6.3421877118			6.492127684			7.2347096928			7.9348227249			9.0889787576						4.3280851227


			0.89			0.7884573604			1.9660537819			2.571681461			3.8505569897			4.9463676745			5.5798048261			6.1007997567			6.2305342282			6.8609945476			7.4368465036			8.3424751687						4.3280851227


			0.88			0.8754687374			1.8283770457			2.5781845812			3.8882028047			4.9116545418			5.4772487312			5.9302778667			6.0414529861			6.5725171695			7.0438456607			7.7545760336						4.3280851227


			0.87			0.955511445			1.769835683			2.6705156161			3.9811140095			4.9188317152			5.4156434493			5.8039188846			5.8979250318			6.339972123			6.7221349954			7.2769975431						4.3280851227


			0.86			1.0296194172			1.7927029667			2.8386411049			4.1141415258			4.9532865396			5.3805515183			5.7069064781			5.7849341049			6.1465705079			6.4517597784			6.8798949895						4.3280851227


			0.85			1.0986122887			1.912044061			3.0787503254			4.2781243651			5.0063157464			5.3634070055			5.6303637135			5.6934439626			5.9819072092			6.2199680486			6.5436086625						4.3280851227


			0.84			1.1631508098			2.1549714319			3.3905390445			4.4671765314			5.0724290868			5.3588290009			5.5686507675			5.617685738			5.8391362584			6.0181362047			6.2545629842						4.3280851227


			0.83			1.2237754316			2.5616436339			3.7758484676			4.6773287419			5.1480033323			5.3632824938			5.518014432			5.5538002018			5.7135370467			5.8401718476			6.0030350277						4.3280851227


			0.82			1.2809338455			3.1873239445			4.2379302058			4.9057958943			5.230558958			5.3743599648			5.4758613304			5.4991057849			5.6017293204			5.6816187687			5.7818542821						4.3280851227


			0.81			1.3350010667			4.1052340025			4.7810246001			5.1505576822			5.3183478103			5.390372632			5.4403428728			5.4516797305			5.5012164938			5.5391242946			5.5856035545						4.3280851227


			0.8			1.3862943611			5.4101064033			5.4101064033			5.4101064033			5.4101064033			5.4101064033			5.4101064033			5.4101064033			5.4101064033			5.4101064033			5.4101064033						4.3280851227


												cost of repair attempt(hrs)=C=												1.5


												cost of  new plan (hours)=R=												6


						P(SR)			0			0.1			0.2			0.3			0.4			0.5			0.6			0.7			0.8			0.9			1			never attempt repair


			PMS			X


			0.95			0																																				4.3280851227


			0.94			0.1823215568			41.1361121081			37.8452231395			34.5543341708			31.2634452022			27.9725562335			24.6816672649			21.3907782962			18.0998893276			14.8090003589			11.5181113903			8.2272224216			4.3280851227


			0.93			0.3364722366			22.2901005899			20.5068925427			18.7236844955			16.9404764483			15.1572684011			13.3740603539			11.5908523068			9.8076442596			8.0244362124			6.2412281652			4.458020118			4.3280851227


			0.92			0.4700036292			15.9573235893			14.6807377021			13.404151815			12.1275659278			10.8509800407			9.5743941536			8.2978082664			7.0212223793			5.7446364921			4.468050605			3.1914647179			4.3280851227


			0.91			0.5877866649			12.7597314601			11.7389529433			10.7181744265			9.6973959097			8.6766173929			7.6558388761			6.6350603593			5.6142818425			4.5935033256			3.5727248088			2.551946292			4.3280851227


			0.9			0.6931471806			10.8202128067			9.9545957821			9.0889787576			8.2233617331			7.3577447085			6.492127684			5.6265106595			4.7608936349			3.8952766104			3.0296595859			2.1640425613			4.3280851227


			0.89			0.7884573604			9.5122455278			8.7512658856			7.9902862434			7.2293066011			6.4683269589			5.7073473167			4.9463676745			4.1853880322			3.42440839			2.6634287478			1.9024491056			4.3280851227


			0.88			0.8754687374			8.566839317			7.8814921717			7.1961450263			6.5107978809			5.8254507356			5.1401035902			4.4547564449			3.7694092995			3.0840621541			2.3987150088			1.7133678634			4.3280851227


			0.87			0.955511445			7.8491995455			7.2212635818			6.5933276182			5.9653916546			5.3374556909			4.7095197273			4.0815837636			3.4536478			2.8257118364			2.1977758727			1.5698399091			4.3280851227


			0.86			1.0296194172			7.2842449111			6.7015053182			6.1187657253			5.5360261325			4.9532865396			4.3705469467			3.7878073538			3.2050677609			2.622328168			2.0395885751			1.4568489822			4.3280851227


			0.85			1.0986122887			6.8267941997			6.2806506637			5.7345071277			5.1883635918			4.6422200558			4.0960765198			3.5499329838			3.0037894479			2.4576459119			1.9115023759			1.3653588399			4.3280851227
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 Battle Planner

  o Battle management

  o SPEEDES-aware

  o Realistic Displays/Decisions

  o Interactive

      - “Real” Officer/Analyst

      - Simulated Commander

  o Parametrically Driven

  o Graphical User Interface

Decision Aids

  o Common Operating Picture

  o Foreign Attack Assessment

  o Case Based Planning

  o Fog-of-War overlay



- Battle Manager Info

- Engagement Plans

- Decision Requests

- Decision Results

Situation Display

  o Interactive

  o SPEEDES-aware

  o OpenGL/Motif



- Simulation Time

- Fused Track Data

- Available Assets

- Engagement Plans

Functional Model

  o 3-D Simulation

  o SPEEDES-based

  o Realistic Models
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Full-Spectrum Decision Support

		 Our decision tools span the full spectrum of military decision making
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Deliberate Planning
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		 Planning Horizon
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Execution Monitoring
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		 Rule-Based Execution
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Asset Management
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