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One aspect of a current research project, entitled Information Analysis and Planning, is the investigation of the feasibility of using Case Based Reasoning as a method for military planning and plan updating. In today’s military, the time available for generating plans, and updating those plans, is growing increasingly shorter. Therefore, methods must be developed to ease the implementation of semi-automated aids to assist the decision-makers and planners. One goal of this project is to study new ways of using Case Based Reasoning algorithms to help the military commander’s decision process of selecting a Course-of-Action, or plan, for a given situation from among pre-developed options. Using our already developed testbed, we prototyped the use of Case Based Reasoning algorithms to solve the problem of selecting Course-of-Actions in four different military situations: an optimum locator that determines where to put resources based on constraints; a terrain reasoner that determines how to navigate a Patriot Battalion from the lodgement area to the defended area based on terrain, enemy, logistics, and time constraints; a collaborative planner that translates the broad objectives from a high-level Warning Order into Course-of-Actions; and a plan update application that updates detailed plans based on best match to previously stored cases. Results are promising – based on our experience, case-based reasoning appears well suited as an algorithm for military planning.
Introduction
New missions in the U.S. Department of Defense (DoD) dictate new policies, weapons, and planning strategies. Such policy shifts have wide-ranging mission planning and execution implications for military commanders. Semi-automated aids are needed to optimize the planning and plan update cycles in future operational centers.
The DoD has also been downsizing enlisted personnel since the late 1980s, in response to reduced budgets and the end of the Cold War. Mission planning, execution, and assessment are now assigned to smaller crews, who must handle more data — in fact, overwhelming amounts of data — in less time. They are responsible for planning and executing missions of increasing diversity and complexity — for example, offense/defense integration, computer network warfare, and time-critical targeting. In addition, because missions are executed in an increasingly dynamic environment, objectives change as the plan unfolds and the original plan fails. To ensure success, the mission commander needs semi-automated help in developing plans, monitoring execution as the mission progresses, and updating plans in light of continuous mission assessment.
Because of the complexity and size of the planning space and the number of possible combinations of options and constraints that must be considered, manual planning methods and most current automated methods are inadequate. They are narrowly focused, inflexible, time consuming, and non-scalable. As options or constraints are added, the plan complexity increases several-fold, as does the time necessary to develop the plan.
Fortunately, new technologies and algorithms will enable users to plan complex missions successfully, despite lack of time and manpower. Semi-automated, automated, and autonomous decision support tools will reduce decision-making time. Unfortunately, few have been implemented in systems for operational users. To be useful, they must be integrated in operational planning systems with which the decision maker is familiar and in which he or she has confidence.

TRW is currently investigating the implications of Computer Network Defense (CND) systems for defending military networks. The Information Analysis and Planning (IAP) project has two major objectives: (1) to investigate the feasibility of predicting possible threats before they occur, giving the decision-maker time to put preventative measures in place; and (2) to define a spectrum of operational concepts for CND command and control centers.

A major IAP sub-objective is rapid mission planning and plan updating. This paper focuses on the development of an aid for generating Course-of-Actions. Exploiting the latest technological innovations in system analysis, software engineering, and artificial intelligence, we produced a decision toolkit of fast, flexible, semi-automated aids for planning, execution monitoring, and mission assessment. We focused on developing CND command and control planning support tools that can be incorporated into operational environments.
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The Joint Operations Planning and Execution System (JOPES) process, summarized in Figure 1, defines common decision processes and provides broad guidance for the conduct of missions in which joint forces are involved and a basis from which to derive military decisions. Specifically, the JOPES process includes plan development, Course-of-Action development, detailed plan development, and execution planning and monitoring. The algorithms and decision aids described here are designed to support the JOPES process at the steps indicated by the yellow arrows shown in Figure 1.
Case Based Reasoning Basics

A Case Based Reasoning (CBR) system makes feasible decisions from pre-stored plans, rules, and uncertain reasoning. It also adapts solutions as the information or situation changes and learns from each experience1.
Following a common type of human reasoning, reasoning by analogy, CBR algorithms “remember” stored data, both helpful and hindering, from past situations to develop a solution to a current problem. It accomplishes this task by having a database of past events organized into cases containing information about each scenario. Each case is thoroughly described by a list of defined index values. Effective and desired index variables contain a value generic enough to judge the usefulness of a case but complex enough to discriminate amongst cases. CBR algorithms implement index values in the search for past cases that show usefulness in developing a solution to the reasoner’s current problem. The discovered useful past cases are the basis for creating a problem solution. The solution strategy for this project is summarized in Figure 2.
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Figure 2 - Summary Of Our Solution Strategy

Upon the selection of legitimate past cases, a CBR algorithm advances through four basic tasks found in all CBR applications. After the creation of an appropriate case base, the process can be broken down into these four tasks to solve and learn from a problem.

· First, retrieve the most similar case, or cases, to the problem at hand.

· Upon retrieval, use the rules specified to extract the best information and knowledge in that case, or cases, to solve the problem.

· Once a possible solution is found, revise the proposed solution to better fit the current problem.

· Finally, retain the new solution, and other parts of the experience, to be used for future problem solving.

The general process shown in Figure 2 retrieves the most similar cases by assigning weights to selection criteria and computes the score as a weighted sum of the selection criteria. The process is similar to an engineering trade study that can best be described as finding several possible solutions to an identified problem, weighing each possible option as to its benefits and drawbacks as a solution and, finally, selecting the best solution based on a weighted sum. Similarly, the CBR algorithm takes an identified problem, searches a case base for similar past cases that show promise, and chooses the case that best matches working solutions from the past. The CBR approach goes beyond a trade study in that modifications to the selected case are allowed to create better options, and that the modified case is stored for future reference when similar situations arise. This implementation of the case based reasoner allows a user to modify the selection criteria, i.e., change the problem to assist in finding the best possible solution.

Approach

An effective study of the usefulness of any CBR algorithm as a decision-making technique requires an understanding of the process and the development of a prototype to demonstrate the process. The prototype should implement the basic process of CBR to allow further study and create a CBR reasoning tool for decision-making.

The implementation of any CBR application requires the creation of a legitimate case base. A case base contains organized information about past occurrences of a particular type of situation. Case bases differ among problems since it is a representation of acceptable, possible, and modifiable solutions to the problem. Due to the multitude of recorded military experiences and the highly structured nature of military planning, it is not difficult to create a reasonable case base for any current military situation. This ease of gathering past information to modify a past solution to a current problem made CBR a logical choice of study for a decision-making/planning tool.

For example, for the Terrain Reasoner application described below, the case base contained “created” past Army Patriot Battalion missions grouped in cases that described possible paths of travel and information critical to the mission, troops, and equipment. Each case included fields of interest such as the mission and goal, route traveled, intelligence, fire support, mobility, air defense, and logistics. The case base was in essence the creation of routes presented as Course-of-Actions (COAs) to the Patriot Battalion Commander by his staff. Multiple cases were created to form the case base that was to be searched, allowing the selection of the “best” course-of-action. Included with the description of the case was the route information that consisted of military intelligence data, terrain type, slope of the land, and probabilities of mission failure due to difficulties with personnel, equipment, weather, and communications. Also contained in a case was information on personnel and equipment replacement as well as data concerning the morale and welfare of the personnel. Theoretically, the number of possible cases is combinatorially explosive; however, CBR limits cases by “spanning” the space of possibilities with a limited number of feasible plans.

After determining the necessary information to include in the case base, an imperative aspect of CBR is to generically label, and provide values for, indices that define each case. Based on the information stored in the cases, index values are defined to describe each field of the case. Each of the index values describing the fields are defined to have discrete or continuous values. These values provide a general description of the information in that field about the case, but sufficiently separate it from other cases. These values specify under what circumstances a case is useful and retrievable for observation, manipulation, and/or selection.

Once index values are created, numerical weights are assigned to each possible value of each index variable. Based on a scale of 0.0 to 1.0, a value determined as best for a case is given a 1.0, while a value not considered good receives a 0.0. For example, under an index variable “terrain trafficability”, a value of “flat” would be the best (1.0), while the value “alpine” would be assigned a 0.0. These weights are assigned to the index variable’s values for every past case and the values describing the problem the prototype is to solve.

After creation of the cases, each with indices and associated values, the prototype allows the user to enter the values describing the conditions of the current situation. These conditions are described by assigning values and weights to the same indices used in the case base. To determine the cases closest to the desired final case, the weights of the index values describing the cases and the index values of user-entered criteria are compared. Point totals are assigned to a past case based on how the index values compare to the user-entered criteria. Higher point scores declare a case’s similarity to the user-entered criteria.

Results
During the course of our studies, we developed four prototypes in differing military domains:
· Optimum Locator: places antennas based on soft (logistics, terrain) and hard (satellite passes/day) constraints.


· Terrain Reasoner: navigates a Patriot Battalion from lodgement area to defended area based on terrain, enemy, logistics, and time constraints.


· Collaborative Planner: translates JCS Warning Order broad objectives into Courses of Action based on best match to previously stored cases.

· Plan Update: updates detailed plans based on best match to previously stored cases.
Optimum Locator

The Optimum Locator was a case-based planning algorithm that supported planning in an Information Dominance Exploit mission. The resource to be positioned was an antenna mounted on a HMMWV (HumVee or Jeep) that exploited high bandwidth data downlink from satellites.  The goal of the application was to find the best location for the antenna based on kinematical considerations such as antenna and over-flight patterns of satellites and logistic constraints such as the availability of communications support.

Three types of operator selection criteria (Figure 3) were defined: Resources and Measures of Merit, Satellite Accessibility, and Constraints.  The input display allowed the operator to start with defaults stored in a Case ID, choose ground sites and required communications connectivity, and define a figure of merit (here, image quality) and its desired value. The analyst also edited default values for selected satellites, stipulated desired number of downlinks supported per day, and special geometries (e.g., spot beam). Finally, constraints such as mission support, basing, timing, keep-out zones, and supportability criteria were set.
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Figure 3.  Optimum Locator Input Display

The algorithm relied on a similarity metric that provided a quantitative comparison between operator selection criteria and site criteria for each of the cases in the case base.  It produced pareto-optimal “best fits” and explanations.

A geographic view (Figure 4) provided a powerful visual explanation: the green icon shows the optimum location that is within a required spot beam (orange circle), and a required antenna pattern (red oval) and meets other criteria as well. The yellow icons are not within the spot beam and are therefore don’t score as well, while the red icon is outside both the spot beam and the antenna pattern and scores poorly.
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Figure 4.  Optimum Locator Geographic Display

The detailed output (Figure 5) consists of a visual characterization of how well each of the candidate sites met the selection criteria and a listing of the best sites along with the scores that they achieved. Clicking on a colored box produced an explanation.

The optimum locator was developed under contract and an application was delivered to the customer. A database of over 300 military installations in Europe and their characteristics was provided.  Antenna patterns for 22 satellites were also provided. Astrodynamic and communications link analysis algorithms were integrated into the algorithm to compute satellite link geometries and bit error rates.  The customer used the code to determine where in the European Theater to place resources. Feedback from the customer indicated that the application was a valuable tool for efficiently sorting through the characteristics of military installations and the dynamics of satellite pass geometries to find the best locations for resource placement.
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Figure 5.  Optimum Locator Output Display

Terrain Reasoner
The task was to develop a tool for the selection of a best route for an Army Patriot Missile Battalion to be deployed through varying terrain and in the face of obstacles such as enemy deployments.

Depending on the need of the user and the development of the application, case-based reasoners may provide the ability of acting in either of two modes - act as a planning assistant or as a decision-maker. This demonstrates that CBR has the ability to provide various levels of user interaction. In one extreme, the user is allowed final say in all decisions and the reasoner is only used as a selective data provider. In the other “fully automated” extreme, the reasoner holds complete control over manipulation of data and all decision processes.

For Terrain Reasoning, we implemented CBR as a reasoning tool replacing a real person in war-gaming simulations. The user had control over what type of route was desired and was allowed to manipulate index values to simulate last minute changes, but had no control in selection of the appropriate route. This simulated a military commander’s use of subordinates to collect information and design plans, while retaining autonomy and responsibility for making the final decision based on an overview of each plan. For this project, a person simulating a commander’s subordinate created the case base of routes for a specific area and stored the information. A user then specified the type of route needed by selecting the appropriate index values to describe the new situation or mission. The selected index values were used to search the case base for matching or similar cases.

An important aspect of the project was providing a visual method for determining whether the system behaved as predicted or desired. To that end, we developed a graphical display (Figure 6) to present the results of the CBR planning tool during a Terrain Reasoning planning session. 
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Figure 6 – Terrain Reasoner Course-of-Action Display

As can be seen in the figure, the CBR algorithm has chosen and displayed three routes and associated similarities to weighted indices. At this point, the user could decide on which case was the most appropriate.

Collaborative Planner
The task was to develop a tool for the selection, based on the broad objectives contained in a high-level Warning Order, of a set of Course-of-Actions from previous cases of similar situations.

The characteristics of this decision are: a decision-maker is given broad objectives (from the JCS Warning Order) that result in an ill-posed problem, exponential explosion of possible solutions, many dimensions or criteria, and difficulty in quantitatively rating the worth of a strategy. When faced with these circumstances, people often attempt to 1) recall a course-of-action that worked in previous similar circumstances, 2) caucus to arrive at a consensus (i.e., group-think); or 3) because of cognitive overload, identify a dominant criteria and assemble a strategy around it. We implemented and tailored a case based planning tool that provide computer-assistance for the first option. It retrieves preplanned options, computes scores based on weighted selection criteria, and presents options for the decision-maker to edit. It helps an operator produce Courses-of-Action (COAs) for inclusion in a Commander’s Estimate. Advantages of this approach are that it mimics the human decision-making process, produces a finite set of cases, computes a score, and provides an explanation.
Again, we developed a graphical display (Figure 7) to present the results of the CBR planning tool during a Course-of-Action planning session.
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Figure 7 – Case Search Results Screen

The ‘n’ closest matching cases (‘n’ is a user selected parameter) in the database will be shown highlighted with a white background across the top of the display. Positioning the mouse over a “Case n’ button will display the case name. Clicking on a button will select that case and show the match criteria of that case versus the incoming Warning Order.

Plan Update
The task was to develop a tool for the selection of incremental plan repairs from a database of previously used and saved cases. This approach will be referred to as revision-based plan update. It starts with a pre-computed plan and incrementally “fixes” that plan in response to unanticipated events that take place during plan execution. The advantage of this approach is that the plan has guaranteed monotonic increase in quality after each update. The effect of the unanticipated events on the current plan is determined using our Dempster-Shafer Belief Network mission assessment algorithm2 that provides a level of belief that the plan is, or is not, meeting expectations.

The construction of a cognitively or computationally cheap sub-optimal plan that is then incrementally updated to meet unanticipated events is preferable in practice, because one can interrupt a plan that is no longer appropriate or performing satisfactorily and use a new, updated approach.

Using a CBR approach has the advantages of dealing with uncertain data (not just numbers such as performance metrics), acquiring user knowledge in complex domains (from experience, the user knows that a given plan update is expected to provide the “best” results for this situation), and expending less effort in knowledge acquisition than would be necessary for a rule-based (i.e., expert system) approach.

Since it is impossible to judge a priori the effects of a planning decision on the mission objectives, a plan update must be applied to the plan and its outcome evaluated in terms of the resulting effect on those objectives. Therefore, having a single update action as a case provides advantages in terms of focus and traceability of the planning process.

A case represents application of an update action to one activity of the plan, the update context, an indication of how well the update worked in the past in similar situations, and a suitable update action. CBR allows capture and reuse of this knowledge to dynamically adapt the planning procedure and differentially bias planning decisions in future similar situations.

As with all the other implementations, we developed a graphical display (Figure 8) to present the results of the planning tool during a Plan Update session.
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Figure 8 – Plan Update Strategy Selection Screen

This display shows all the possible strategies applicable to updating the plan at this point, the figure of merit (score) for the strategy selected by the user as the most appropriate to use for this plan update, and provides guidance with applying that strategy.

Relevance/Significance of Results

As with all practical artificial intelligent applications today, the effectiveness of a CBR process is due to the restricted domain of the problem. Current CBR systems are domain specific and the designs for each problem reflect index values and past cases that fit strictly in that defined domain. Creating a case base and the needed index values to define information and solve a problem in a more general domain is a complex task. Our applications were successful primarily because of the narrow domain.

CBR is not a general-purpose algorithm for military decision-making. While it is well suited to static planning and plan update, it does not compete with rule-based reasoning for decisions based on doctrine, or belief networks for uncertain reasoning with incomplete data. For this reason, upon completing the one defined goal of a single CBR system, an entire new CBR application would have to be developed and implemented to plan and decide the next task. For example, this project implemented a simple CBR algorithm to decide the best route choice for an Army Patriot unit to travel. Finding the path of travel for a Patriot unit is the first and most basic step of its war fighting process. An entire new CBR or other artificially intelligent system would need to be developed for every goal a Patriot unit must accomplish. Nonetheless, several CBR applications exist that exhibit successful planning and “learning” algorithms and research continues on the creation of broader CBR processes. For example, Kristian Hammond (1986) describes a computer program that successfully created tasty, new recipes from a case base of simple stir-fry recipes and ingredients. Also, CBR systems are being developed that have access to multiple case bases and indexing schemes allowing the planning and solving of multiple tasks.

In the world of military decision-making, military intelligence is dynamic information and is always changing and sometimes incorrect. To alleviate this problem, a user must see the best matching possible cases found to match the desired criteria and be allowed to manipulate the data. Operator interaction allows updating cases due to changed real-time data. In addition, viewing cases before making the final decision allows a human user to check for errors. In the natural world, information constantly changes or is incorrect so this aspect needs to be available. Also, cases are usually planned well in advance of their actual need, so it is important to understand the natural situation of changing data and allow case modification before final decisions are made. Once a user has completed modifications, the cases’ indexes are again computed and re-compared to final case criteria. The best match is selected as the final case to be used by a military commander for producing or updating the plan.

Finally, the goal of this project was to evaluate CBR as a method of augmenting high-level military decision-making. After developing a trade study, studying effective commercial and academic CBR applications, and prototyping several CBR applications, CBR appears well suited as an algorithm for military planning. Depending on the domain of the problem, a developed CBR application could provide cognitively and computationally cheap, automated planning for military missions. As technology develops, especially in the artificial intelligence field, CBR algorithms may be developed to achieve goals in a variety of related decision processes and, combined with other artificial intelligence techniques, create the computer simulated commander capable of human-like military decisions in situations with dynamically changing plans driven by uncertain and incomplete information.

Future Directions

We are developing algorithms for information extraction into evidence templates. This technology may allow us to automatically extract information from free text and semi-structured reports to automatically index cases.

The literature3 cites work in creativity theory that uses a case-based approach. We may be able to leverage case-based reasoning to endow the computer with the ability to identify creative hypotheses and to find creative solutions.

Another source of creative solutions is to use our existing genetic algorithms4 to find optimal solutions; i.e., evolve cases to obtain highest case-based score by combining indices from multiple cases for a new solution. Novel solutions may be obtained by experimenting with the “diversity” parameter in the genetic algorithm code.

Commercial applications of case-based reasoning include video games. Gamasutra5 employs this technology to “enemy forces” in first-person shooter games to make the enemy interesting and predictable. The ability to simulate a responsive, intelligent enemy is lacking – it is usually scripted - in current military command and control simulations.

Summary

Exploiting emerging computer science technologies and algorithms, we have developed an integration testbed for studying issues related to military mission planning. Specifically, we used the testbed to prototype and demonstrate Case Based Reasoning algorithms for Course-of-Action planning and updating. More generally, we have used it to develop domain expertise in Computer Network Defense mission planning, which will be crucial in helping the DoD to meet its future command and control needs.

The CBR process can be conceptualized as a trade study involving the selection, manipulation, and learning of previously saved cases. Using the trade study idea of comparing the weights of effectively defined and indexed cases and problems produced a reasonable solution in a large number of situations.

Powerful results have been achieved by combining human skills (such as creativity and common sense) with computer skills (such as number crunching, searching, and remembering) using Case Based Reasoning algorithms.
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Figure 1 - Summary of JOPES process, with focus on plan update tool
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